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van Belzen, J. et al. (2017)

Credit: Unsplash/ Vlad Hilitanu Credit: www.earthjournalism.net
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Challenges & research questions:

• What are the characteristics of signal recovery indices?

• What EO signal properties are related to forest recovery?

• What Big EO data approaches are available for upscaling?

Credit: www.earthjournalism.net

Resilience
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The mean S1-VV backscatter for the year 2019

Wolfgang Wagner (2015) 
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Analysis Framework for Sentinel-1 Time Series
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Data transfer

Credits: Bernhard 
Bauer-Marschallinger, TU 
Wien

Amazon Rainforest
300x300km Tile
Equi7Grid

C-SCALE: Implementation Framework
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C-SCALE: Computational Setup

Multi-level Spatial Indices:

• 106 Equi7Grid Tiles 300 x 300 km2

• 18170 Processing chunks (1000 x 1000 pixels) x ~1050 
images 

• 18.1 billion of pixels - 20 x 20 m in size

Processing characteristics:

• 200 concurrent jobs (800 max) 

• ~11h processing time / single chunk 🡪 36.4 km2/h

• 3 cores/job

• 0.6 M CPUh and 41 day in total

The Amazon basin
Equi7Grid Tiles
Processing chunks
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C-SCALE: Preliminary Results
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Lessons (hopefully) learned

Concurrent jobs and potential python errors

Differently scaled data

Corrupted tiff files

Running archive at the data provider side
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Thank you!

Conclusions

Interface – built by the user

• Time-consuming to build 

• Potential barrier for a general user

Data – transfer is required

• Data transfer is error prone

Code – flexible & manual upscale

• Debugging friendly

• Taking care of upscaling

openEO Platform C-SCALE GEE

User Interface In-place Build by user In-place

Data In-place Data transfer 
required In-place

Code Predefined + 
UDFs Flexible Predefined

Upscaling Automatic Manual Automatic

Reproducibility Fully Fully ?


